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ABSTRACT
This paper provides a feasibility study on the estimation of photo
shoot positions and directions in a modeled environment for aug-
mented reality applications. This study focuses on the ability to
compare a photo and images generated from virtualized reality en-
vironment models.
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Model based matching, Mobile augmented reality

1 INTRODUCTION
Mobile augmented reality (AR) has possibility to be used in vari-
ous places, conditions, and contexts. But it is difficult to achieve
robust and global localization in wide areas in a single method, be-
cause each method has its own merits and demerits. Therefore, a
combination of pedestrian dead reckoning and initialization meth-
ods has been attracting attention as one of the localization method
in reasonable accuracy and cost [1]. For efficiently constructing an
initialization method, we focus on the estimation of photo shoot po-
sition and direction by comparing the photo and images generated
from virtualized reality environment models. In this study, a coarse-
to-fine framework is introduced for reducing computational cost. In
this framework, we evaluated three types of image similarities and
an interest point matching.

2 ESTIMATION PROCEDURE
The coarse estimation phase (A-1,2,3) is introduced in order to se-
lect some adequate images. In the fine estimation phase (B-1,2),
photo shoot position and direction are estimated. Detailed descrip-
tions of the two phases are given below.
(A-1) Generation of generated images from models
Images are generated from virtualized reality environment models.
Each image is generated using one camera parameter in the model’s
coordinate system. In this study, discretely distributed positions and
directions are introduced to determine the camera parameters.
(A-2) Calculation of similarities
Similarities between a photo and generated images are calculated.

In this study, three different types of similarities are introduced
for comparison purposes. They are based on the correlation of
hue-saturation histogram, SSD (Sum of Squared Differences), and
ZNCC (Zero-mean Normalized Cross-Correlation).
(A-3) Selection of generated images for fine estimation
Some images that have high similarity are selected to be used in

the fine estimation phase.
(B-1) Matching of corresponding feature
The photo and each generated image selected in (A-3) are matched
according to corresponding interest points. The SIFT [2] is intro-
duced as a method to detect interest points in the photo and gener-
ated images.
(B-2) Estimation of photo shoot position and direction
The photo shoot position and direction are estimated. The algo-

rithm must be developed considering characteristics of the match-
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ing result of (B-1). Therefore, the development of the algorithm is
treated as a future work in this study.
3 EXPERIMENTAL RESULTS
Experiments were conducted at three points (Point A, B, C) in an
indoor office, and photos taken at three points by an iPhone 4 phone
were used. For each photo, approximately the same image (corre-
sponding image) was generated using the corresponding camera pa-
rameter in the model’s coordinate system. Figure 1 shows an exam-
ple of a photo and corresponding image. Next, to generate images
from models, discretely distributed positions and directions were
introduced. To set the position, the height of the camera is fixed
and positions are discretely set every one meter on a 2D plane. To
set the direction, the roll angle and the pitch angle are fixed and yaw
angles are discretely set every 5 degrees.

For the coarse estimation phase, we set maximum of the thresh-
old by which corresponding images are included in selected images.
In hue-saturation histogram based similarity, the percentage of the
narrow range at point A is 43%, at point B is 69%, and at point C is
40%. In SSD-based similarity, the percentage at point A is 24%, at
point B is 67%, and at point C is 97%. In ZNCC-based similarity,
the percentage at point A is 10%, at point B is 7%, and at point C
is 96%. In the result, ZNCC based method was dominant at point
A and B. The main reason why a large region was selected at point
C is a reflection of window glass. In future, characteristic features
of models should be considered for similarity calculations.

For the fine estimation phase, we counted the number of correct
matching of interest points. In the result, the maximum number of
correct matching of interest points was 14. Therefore, new methods
to determine correctness of matching must be introduced in future.
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Figure 1: An example of a photo and corresponding image.

4 CONCLUSION
In this study, for the feasibility study of estimation of photo shoot
position and direction based on virtualized reality environment
models, some experimental results are described. In the coarse esti-
mation phase, similarities based on the correlation of hue-saturation
histogram, SSD, and ZNCC have been evaluated. In the fine estima-
tion phase, matching results of interest points have been evaluated.
In future studies, we need to research characteristics of the match-
ing of interest points to develop the algorithm for fine estimation
phase. For the research, we will introduce a variety of models.
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